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Executive Summary

Within the Federal Aviation Administration (FAA), Air Traffic Organization Technical
Operations Services personnel ensure that the systems that make up the National Airspace
System (NAS) function safely and effectively. All users need proper authorization before they
can access NAS equipment. Current systems employ a variety of user identification techniques
such as usernames, passwords, and smartcards.

The purpose of our research is to examine the human factors aspects of user identification
systems, relate these to the FAA maintenance tasks, environment, and user characteristics, and
develop recommendations for addressing human factors issues, such as memory limitations and
ease of use. In this report, we present a literature review and analysis of human factors
considerations for passwords and other user identification techniques. We relate this analysis to
the FAA Technical Operations (TO) domain and provide recommendations for improving the
use of passwords in the field. We also describe areas for further investigation.

The first and most common approach is known as knowledge-based identification, which uses
something users know for authentication. Knowledge-based identification systems require users
to memorize passwords and sometimes usernames and recall these when accessing the system.
The security of a knowledge-based system is affected by an organization’s policies and practices.
There are many ways that passwords can be compromised such as snooping, spyware, guessing,
and brute force attacks. The consequences for forgetting a password can be serious for an
organization in terms of lost productivity, effort spent managing passwords, and in potential
intrusion and loss of security.

Users feel cognitive pressures that make it difficult to remember passwords such as the length,
complexity, frequency of change, frequency of use, and the number of passwords. Users also
feel social pressures, such as concerns about identity, trust, and accountability, that affect
whether or not they follow secure password techniques. As a result of the cognitive and social
pressures, users adopt coping strategies such as writing passwords down, sharing passwords
among a group of users, using words that are easy to guess, and using the same password on
multiple systems.

A second approach is called token-based identification, which uses something a user has for
authentication, such as a smartcard, key, or badge. The advantages of token-based systems over
knowledge-based systems are that users are more likely to remember their token and that the
token itself is hard to duplicate and share. Tokens do have some human factors issues such as
forgetting or misplacing the token but these are generally easier to address than with passwords.
Token-based systems are more expensive than password systems because additional hardware
and administration are needed.

A third approach is called biometric identification, in which a physical or behavioral
characteristic of the user is used, such as a fingerprint, an iris scan, or a voice recognition. The
advantages of biometrics over knowledge- or token-based systems is that there is nothing for the
user to forget and the biometric identifier is extremely difficult to share or duplicate. The main
human factors issue facing biometric systems is the acceptability of such systems because of
concerns about the personal nature of the information they use. In addition, biometric



identification systems require finding alternate techniques for users who lack the required
characteristic, such as disabled people.

The TO environment differs in many ways from the traditional office environment that is
typically studied in the literature. These differences include safety-critical systems, 24-hour
operations, the number of systems, the variety of facilities and locations, unusual working
postures and environments, and the age of many NAS systems. These issues should be
considered during any system acquisition or policy-making process.

Recommendations for improving the human factors of passwords include increased training,
increased enforcement and testing, reducing the number of passwords that must be remembered,
allowing users to use clues and other techniques for remembering passwords, known as
mnemonics. A future field study is proposed in which human factors engineers will collect
specific data from field personnel about the systems, environments, and techniques used in the
field and will provide more specific recommendations for the technical operations environment.

Vi



1. Introduction

Within the Federal Aviation Administration (FAA) Air Traffic Organization (ATO), Technical
Operations (TO) Services personnel ensure that the systems that make up the National Airspace
System (NAS) function safely and effectively. NAS systems include automation,
communications, navigation, surveillance, and information technology systems. TO* personnel
maintain current NAS systems and are responsible for the integration and transition of new
systems. They work at many types of facilities:

e the National Operations Control Center (NOCC) located in Herndon, VA,

e three Operations Control Centers (OCCs) located in Atlanta, GA, Olathe, KS, and San
Diego, CA;
Air Route Traffic Control Centers (ARTCCs);
Terminal Radar Approach Control (TRACON) facilities;
Air Traffic Control Towers (ATCTSs); and
Automated Flight Service Stations (AFSSS).

AF personnel manage and maintain more than 44,000 pieces of equipment and systems at over
6,000 facilities and locations.

All users need proper authorization before they can access a NAS system. Current systems
employ a variety of user identification systems and techniques. Identification is the process of
associating an individual with an identity (Jain, Hong & Pankanti, 2000). It can be in the form of
authentication, sometimes known as verification, in which a person provides an identity (e.g.,
username) and some confirmation (e.g., password). Authentication processes determine if users
are who they claim to be. Identification can also be in the form of recognition in which the user
makes no identity claim and the system determines who the person is automatically by matching
the user’s face or other characteristic to a database of authorized (or unauthorized) people.

Once authenticated or recognized, users are granted access and privileges based on what the
system allows. Some systems give the same level of privileges to all authenticated users. Others
allow user access to different functions or sections of a system based on their level of authority
or job responsibilities. For example, a system administrator typically can access all areas of a
system whereas a regular user is prevented from installing software, formatting hard drives, or
other activities that are potentially destructive and not part of their normal job.

Identification systems fall into three categories: knowledge-based, token-based, and biometric
identification systems (Miller, 1994). Depending on the nature of the systems being secured, an
organization may use several techniques or combinations of techniques with different
requirements. For example, safety critical environments like TO use knowledge-based
identification systems with strict requirements for passwords. These requirements increase

! With the transition to the ATO, many functions once performed by the FAA Airway Facilities organization now
fall under the ATO Technical Operations Services (ATO-W) service unit. Other functions now fall under the
individual domain service units. To avoid confusion and unfamiliar terms, in this document we use the term
technical operations (TO) in its general sense to refer to any personnel engaged in maintaining, monitoring, and
controlling NAS equipment regardless of their position in the FAA organizational structure.



security because complex passwords are less prone to attack from intruders®. At the same time,
these requirements may increase users’ memory and cognitive load. Other user identification
methods, such as smartcards and biometric techniques, may introduce other human factors issues
such as user acceptance or difficulty providing biometric characteristics due to physical changes
or limitations.

The purpose of our research is to examine the human factors aspects of user identification
systems, relate these to the TO tasks, environment, user characteristics, and develop
recommendations for addressing human factors issues, such as memory limitations and ease of
use. In this report, we present a literature review and analysis of human factors considerations of
passwords and other user identification techniques. We relate this analysis to the TO domain and
provide recommendations for improving the use of passwords in the field. We also describe
areas for further investigation.

2. Knowledge-Based Identification Systems

Knowledge-based identification systems use something users know, such as a password or
personal identification number (PIN), to authenticate the user. For example, most traditional
office systems require users to create alphanumeric passwords that satisfy criteria determined by
the system administrator. Automated teller machines (ATMs) typically require a four-digit PIN.
Depending on the system and the policies of the organization, passwords and PINs may be
created by users or assigned by the system administrator. Knowledge-based approaches are
widespread in the FAA and industry and will receive the majority of our attention in this report.
In the last section, we discuss knowledge-based techniques that are not based on the traditional
username/password model.

2.1 Security of Passwords

Knowledge-based identification systems require users to memorize their passwords and recall
them when accessing the system (Sasse, Brostoff, & Weirich, 2001). Knowledge-based systems
depend on the complexity, also called entropy, of the passwords and the secrecy of the users.
Complexity refers to how difficult it is for an intruder to “crack” the password by guessing or
brute force (Boroditsky & Pleat, 2001). A complex password is typically eight or more
characters long, prohibits dictionary words, and includes special characters. For example, a
password such as “J23$ERtN” is less likely to be guessed compared to a simple password such
as “october66.” Words such as a spouse’s name are easy to guess and do not make secure
passwords. Secrecy refers to users keeping a password confidential to only themselves and
perhaps the system administrator. When users share their passwords with each other or write
their passwords down, the secrecy is reduced.

2 In common usage, the term “hacker” has come to mean a person who seeks to enter someone else’s computer
systems for purposes of vandalism, theft, fraud, or just thrills. However, “hacker” is also commonly used to
describe a talented programmer or engineer who may be self-taught or may be known for developing practical
solutions to difficult problems. To avoid confusion in this report and avoid offending the many legitimate hackers
with whom we work, we use the term “intruder” to mean a person who enters a computer system without
authorization.



The security of a knowledge-based system also depends on an organization’s policies and
practices. An organization may establish a policy that passwords must be changed on a specific
schedule (e.g., every 90 days) and follow specific complexity requirements (e.g., minimum six
characters, including two digits). The organization can encourage good practices through
periodic training, memoranda, and in some cases, sanctions for employees caught breaking the
rules. In many current systems, administrators enforce password policies using the system itself.
For example, the system may be programmed to allow users to only create passwords that
conform to the complexity requirements and may force them to change passwords at the required
rate. System-enforced password policies, however, cannot guarantee password secrecy. There
are no systems that can prevent a user from writing down their password.

Before discussing the human factors aspects of passwords, we believe it is important to
understand how passwords are compromised and why various password policies are enacted. In
the sections that follow, we discuss several methods that intruders use to illegitimately obtain
passwords and access to computer systems.

2.1.1 Snooping, Spying, and Stealing

A simple way to obtain someone’s password is to watch or listen to them while they enter it. In
information security slang, watching someone while they type their password is called “shoulder
surfing.” Computers located in public areas, such as internet cafes, or being used in public areas,
such as a laptop on an airplane, are especially susceptible. Snooping can also be accomplished
electronically. A small video camera could be located unobtrusively and record finger
movements. A wiretap can record telephone conversations and touchtone button presses.
Spyware can record users’ keystrokes and other actions.

A similar method is to steal or borrow an object or device where passwords are stored. This
could be as simple as looking for sticky notes attached to a screen or stealing someone’s day
planner or personal digital assistant (PDA). The more in plain sight and unguarded an object is,
the easier it is for an intruder to use it to steal passwords. In this case, social considerations
contribute to the passwords being stolen. Users may believe they are in a secure environment
and that “nothing will happen to me.”

Another method is for the intruder to use someone’s computer while the owner is on a break or
has left for the day. Users may not always log off or may forget to lock their screens. The
intruder simply sits down at the computer and scans the hard drive for likely filenames (e.g.,
“My Passwords™) or looks in history and cookie files stored by web browsers. In addition, the
intruder could also install spyware such as a keystroke logger.

2.1.2 Spyware

“Spyware” is slang for software that records information about users, usually without their
knowledge. In atypical case, users unintentionally install spyware when they visit certain
websites or install unapproved software. Spyware may be used in conjunction with social
engineering techniques to trick users into installing the spyware. For example, a user may
download legitimate software from the internet and install it on their computer. In addition to
the legitimate software, however, the installation package also includes software that spies on the



user’s sensitive data. The data recorded by spyware can be records of websites visited or, more
seriously, of every keystroke made by the user. In this case, social considerations contribute to
the passwords being stolen. Unscrupulous people tricked users into believing that the software
was legitimate.

2.1.3 Social Engineering

“Social engineering” is a euphemism for deception. Social engineers are con men who trick
others into revealing passwords, opening locked doors, and otherwise compromising security. A
common social engineering technique is to call an employee, typically one with lower authority
like a secretary, and claim to be someone in higher authority, such as an IT manager. The target
gives away information or allows access out of a desire to be helpful, fear of reprimand, or even
boredom (Jones, 2003).

“Phishing” is slang for social engineering via e-mail or other electronic means. The phisher
sends an e-mail claiming to be an authority, such as a bank or online service, and says that there
is a problem with the target’s account or computer. The target is asked to help fix the problem
by providing their username and password.

“Spoofing” is slang for creating a system that looks legitimate but is really a way to steal
sensitive information. Spoofing is often used in conjunction with phishing. In a typical spoof,
the target receives an e-mail purporting to be from a trusted source. The e-mail may look
completely legitimate, containing graphics and logos from the trusted source. The e-mail
explains that the target’s account “needs updating” or may describe an “unadvertised sale.” The
e-mail contains a link that seemingly takes the target to the legitimate site. Instead, the target is
taken to a different site, often hosted in a foreign country, that has been made to look identical to
the real site. The target logs to the spoof site which records the login information. For added
realism, the spoof site may then forward the target to the real site. Only the website address
gives any indication that the spoof site is illegitimate. Spoofing can be very sophisticated and
even savvy users can be fooled (Neumann, 2000).

Education is the best protection against social engineering. Users must be aware of the different
techniques that social engineers use, know how to spot an illegitimate e-mail or website, and
know techniques for reporting possible social engineering attacks. All social engineering
techniques use social pressures to compromise security.

2.1.4 Guessing

Despite being prohibited by most password security policies, people use common words for their
passwords. The words they choose are often easy to guess, such as the name of a family
member, a birth date, or even just “password.” A potential intruder may try to break into a
system by guessing several likely candidates first before turning to more sophisticated methods.
In this case, cognitive pressures contribute to the passwords being compromised. It is easy to
remember a birth date so that is what users often choose.

Protection against lucky guessing is the main reason that many security policies prohibit using

personal information and common words for passwords. Many systems have built-in measures
that lock accounts after several unsuccessful attempts, such as the so-called “three strikes and
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you’re out” rule. Even with these measures in place, however, Pinkas and Sander (2002) found
that lucky guessing is a very common method for intrusions.

2.1.5 Dictionary Attack

A dictionary attack is fairly difficult from a technical perspective and is associated with more
organized, deliberate intruders (Pinkas & Sander, 2002). In a typical case, an intruder first
obtains an encrypted password file from a system. This could be accomplished by social
engineering, theft, or any other method. Having this file alone does not help the intruder much
because modern encryption algorithms protect the contents of the file itself (Pinkas & Sander,
2002). However, the intruder can get around this by using the system’s encryption algorithm to
create a file containing all the words in the dictionary in their encrypted forms. By comparing
the encrypted dictionary and the encrypted password file, the intruder is able to identify regular
words used as passwords.

Protecting against dictionary attacks is the main reason that many security policies prohibit the
use of English words. Avoiding dictionary attacks also inspires policies to break up words with
numbers or symbols as in “myp8ssword.” Dictionary attacks are successful mainly because of
cognitive pressures on the users. It is easier to remember an English word than it is to remember
random letters so users naturally choose words.

2.1.6 Brute Force

In a brute force attack, an intruder tries all possible combinations to crack a password. The more
complex a password is, the more secure it is against brute force attacks. For example, when
using a standard US keyboard, 26 lowercase letters, 26 uppercase letters, 10 digits, and 32
symbols are available. If all of these characters are available for use in a random, 8-character
password, the number of possible combinations is 94° or six quadrillion (6.1 x 10%). Evenifa
intruder could try 100 million combinations per second, it could take almost two years to obtain
such a password by brute force (though, according to the laws of probability, the intruder has a
decent chance of finding the password within the first year). However, it is extremely difficult
for people to generate and remember random sequences. As a result, the search space for the
brute force attack is actually much smaller than this. Intruders will normally begin the process
with English words and other non-random sequences because these have a higher chance of
success.

For a brute force attack to be successful, given the number of unsuccessful attempts required,
security must normally be compromised in some other manner first. For example, an intruder
might load software on a machine that disables the 3-strike-rule.

Protecting against brute force attacks is the main reason that security policies mandate the use of
long passwords, both upper and lowercase, with symbols and numbers. In addition, frequently
changing passwords helps protect against brute force attacks because of the long time required to
complete one. Brute force attacks are successful mainly because of cognitive pressures on users.
It is easier to remember words, birth dates, and other personal information than it is to remember
a random string of letters and numbers. As a result, users allowed to choose their own passwords
normally do not choose randomly, which makes the system more susceptible to brute force.



2.2 Cognitive Pressures

All knowledge-based identification systems rely on human memory, which in some ways is
nearly limitless. People can remember hundreds of names, thousands of words, and tens of
thousands of facts. People can remember huge amounts of information for decades and can
retrieve information in fractions of seconds. In other ways, however, human memory is very
limited. People forget names, faces, appointments, and their lunch boxes all the time. The study
of how human memory functions and why people forget has been a focus of psychology since
the earliest days of the field (Baddeley, 1990).

It can be very difficult for people to remember passwords, especially long and complex ones
commonly required by modern information security polices. For example, Carstens, McCauley-
Bell, and Malone (2000) asked participants to create their own passwords that followed common
guidelines:

a. the password must be at least seven characters in length,

b. the password must have a combination of letters, digits, and symbols,
c. the password cannot use the same term more than twice,

d. password must not spell out a dictionary word or a proper noun, and

e. password cannot be relevant data, such as social security number, street address, or birth
date.

They found that after one day of use, participants failed to correctly recall their passwords 50%
of the time. In a similar study, Dhamija and Perrig (2000) found that participants could correctly
recall a password one week after creating it only 70% of the time. The precise magnitude of the
problem with forgotten passwords is not important. The key insight is that people have serious
problems recalling passwords, even over relatively short periods of time.

Remembering passwords is made even more difficult when users access multiple systems with
different passwords. For example, in their survey of British Telecommunications (BT)
employees accessing multiple systems, Sasse et al. (2001) found that 80% of participants
reported completely forgetting their password as the cause of their most recent login problem. In
addition, about 18% of the participants reported confusing passwords across multiple systems.
The average number of passwords used by BT employees was 16.

In the following sections, we describe five factors that exert pressure on human memory and
affect how people can learn and remember passwords. Many of these cognitive pressures result
directly from password security policies put in place to protect against guessing, dictionary, and
brute force attacks. The pressures have cumulative and interaction effects. Mandating long,
complex passwords may not cause problems if there is only one password and it rarely changes.
However, mandating long, complex passwords for multiple systems that must be changed every
month is very likely to cause problems.



2.2.1 Length

The classic study by Miller (1956) showed that human short-term memory has a capacity of
seven “chunks” of information, plus or minus two. A chunk, in the traditional psychological
view, is an integrated, meaningful set of information. The integration of the chunk helps a
person recall the individual pieces of the chunk and recalling one piece helps the person recall
the rest. For example, the list of letters “HARD TO RECALL” is much easier to remember than
the list “AORR CL LATHDE,” even though both lists are exactly the same length, contain
exactly the same letters, and have exactly the same spacing. In the first list, the letters are
grouped into three meaningful chunks (i.e., words) whereas in the second list, the letters are
organized into three meaningless groups. In the first list, recalling “HA” helps the recall of
“RD” because the letters are chunked together into the word “HARD.” In the second case,
recalling “AQO” does not help with recall of “RR” because “AORR” is not a useful chunk.

To learn a list of items that do not form chunks, a person can use a variety of memorization
techniques. The most common technique is rote rehearsal. Simply repeating the list items to
oneself multiple times will increase memory for the list. However, rehearsal requires conscious,
time-consuming effort and is still prone to errors and forgetting over time. Other techniques to
use are rhymes, mental imagery, and other mnemonics that add richer meaning to the list items.
In the example above, a good mnemonic would be to make a sentence out of the letters of the
list, such as “All Old Red Roosters Called Larry Long Ago Took Home Duck Eggs.” Learning
the meaningful (though a bit weird) sentence is more reliable in the long run than learning the list
by rote rehearsal. However, coming up with a new mnemonic each month for each password can
be challenging and time consuming.

More than 36% of IT organizations require a password eight characters or longer (Rainbow
Technologies, 2003). Long passwords will be difficult to learn for many people, especially when
those passwords carry other complexity requirements. Some people (the minus side of “plus or
minus two”) are even going to have trouble learning passwords longer than five characters unless
those passwords can be easily made into meaningful chunks (Miller, 1956).

2.2.2 Complexity

The closer a password is to truly random, the most difficult it is to crack by brute force. While
few information security policies go as far as mandating truly random passwords, many prohibit
the use of English words and may require using uppercase and lowercase letters, symbols, and
digits. These requirements increase the randomness or “entropy” of the passwords and increase
the number of possibilities that must be attempted in a brute force attack.

However, the closer to random a password is, the harder it is for people to form chunks. Short,
random passwords, like 4-digit ATM PINSs, are fairly easy to remember but long, random ones
are exceedingly difficult (Sasse et al., 2001). Mnemonics become harder to develop the more
random the password becomes. The main method for remembering a random password is
through frequent, effortful rote rehearsal or writing the password down.



2.2.3 Frequency of Change

Passwords that change frequently are more difficult to crack by brute force because of the time
such attacks require. Passwords that change frequently are also more resistant to attack because
a stolen password has an automatic expiration date. If the intruder does not act immediately, the
password may soon become worthless, even if the user does not know that the password has
been stolen. In some national security applications, passwords change every day or even every
minute. Few civilian password policies, however, mandate such frequent changes. Common
techniques require that passwords are changed every 30 or 90 days.

The more frequently a password must be changed, the harder it will be to remember. In
particular, old passwords will create what is known as proactive interference. Proactive
interference occurs when old information gets mistakenly recalled in place of newer information
(Baddeley, 1990). For example, suppose a password is “tinavglp” for 90 days and then the user
changes it to “tlinavgp” by swapping the location of the “1.” When the user tries to recall the
new password, he or she has a good chance of recalling the old password by mistake because it
was used so often, for so long, and is so similar to the current one.

In addition to the effects on memory, frequent password changes create workload. Users must
think of new passwords that conforms to all of the organization’s requirements but that are also
easy to remember. Second, users may need to rehearse the new passwords or develop a
mnemonic. This is not trivial to do for many people (Sasse et al., 2001). With long, random
passwords, the time needed to truly commit the password to memory may be substantial. Third,
the user must go through the password change process which itself requires effort and takes time.
If the user must change passwords for multiple systems around the same time, such as on last day
of the quarter, the effect on a user’s workload and other tasks may be substantial.

2.2.4 Frequency of Use

Passwords that are used every day are easier to remember than those used occasionally. In
psychological terms, the person rehearses the password each time he or she uses it to log in. The
more times a password is rehearsed, the more likely it is to be recalled. However, a person may
not use every password they own every day, every month, or even every year. A password that
has not been used in the last 12 months stands a 60% chance of being forgotten (Sasse et al.,
2001).

2.2.5 Number of Passwords

An industry survey of over 3,000 IT workers found that the average IT worker manages 5.5
passwords but nearly one quarter of them manage more than 8 (Rainbow Technologies, 2003).
The more passwords a person must remember decreases the chances for remembering any
specific password. Having multiple passwords also increases the chance of interference among
similar passwords. This is especially true for systems that are not used frequently.

2.3 Social Pressures and Attitudes

Cognitive aspects are not the only human factors considerations faced by users of knowledge-



based IT security systems. Social aspects and user attitudes also play a major role (Sasse et al.,
2001; Weirich & Sasse, 2001, 2002). Some of social factors and attitudes that affect users’
password practices are listed below.

e Identity. People normally try to avoid doing things that would cause them to be viewed
negatively by themselves or others. People who rigorously protect their passwords by
steadfastly refusing to write them down or share them could be seen as paranoid,
conformist, or “nerds.” If it is important to me that others see me (and I see myself) as
easy going and trusting, | am going to resist doing things that make me feel or seem
paranoid. For example, if a person | believe to be an authority figure asks me what my
password is, I am more likely to reveal it because | do not wish to seem overly
suspicious.

e Trust. Sharing passwords among co-workers can be seen as a sign of trust. If a user
refuses to share a password with a co-worker, it could be seen as a serious sign of
distrust. Because mutual trust is a component of successful teamwork, policies that
promote distrust normally should be avoided.

e Informal work procedures. A group of co-workers typically develops informal
procedures and workarounds to deal with occasional situations that arise during day-to-
day work. Some of these may contradict official password policies. For example,
despite a policy that forbids sharing passwords, a user may be home sick and may ask a
co-worker to log into his or her account and check e-mail. Users who follow these
informal procedures are normally acting in good faith; they are trying to be helpful,
practical, and are trying to get a job done. However, they are also reducing the overall
security of the system.

e Accountability. Users often are fully aware of the password rules but still continue to
violate them. According to Weirich and Sasse (2001), these users do not expect to be
held accountable for breaking the rules because “they regard the regulations as unrealistic
and their behavior as common practice.” In addition, higher paid, more senior employees
may believe that they are too busy or too important to be expected to follow petty
password rules and that the IT department does not have authority to tell them what to do
(Sasse et al., 2001).

e Double-binds. If users do not follow good security practices, their systems are more
vulnerable. However, if users do follow good security practices, their systems may
become more appealing targets. That is, a potential intruder may learn that a system is
tightly protected and come to believe that there must be something very valuable in that
system or may view the extra protection as a challenge. Users may believe that
rigorously following the rules draws too much attention to them and their systems.

e Nobody will target me. Many users believe they or their systems are not important
enough to merit serious attention from intruders.

e They could not do much damage anyway. Some users believe that even if their password
were stolen, not much damage could be inflicted. In some cases, the users may be correct



in this belief but many users may not be aware of the many ways their system and their
data could be exploited.

e Reputation. Some users believe that rigorous password protection is not truly justified or
necessary but they still follow the rules to preserve a professional reputation for
themselves and their organization. Others do not see following information security rules
as being related to their professional reputation.

Any organization developing information security procedures needs to consider each of these
factors. Some can be addressed through training and examples. Others can be addressed by
increasing monitoring, enforcement, and accountability for those found to be breaking the rules.
Issues of identity and trust, however, will be more resistant to change because they are based in
deeply held beliefs about oneself and how one should behave toward others. They are the main
reasons why social engineering can be so effective. A solution to these problems may be reduce
the need (or perceived need) for sharing passwords in the first place.

2.4 Consequences of Forgetting or Losing Passwords

To a single user in an office environment, the costs of forgetting a password are fairly light. The
user will probably need to complete some paperwork, make a phone call, or possibly have an
embarrassing discussion with a supervisor. Many systems will allow users to reset their own
passwords by asking for other information (e.g., mother’s maiden name, city of birth) and
sending the new password to a known e-mail address (Vanguard Password Reset, 2003). No
matter how easy the process, the user will experience some frustration and lose some
productivity.

To the whole organization, however, forgotten passwords have significant costs. Depending on
the number of systems and employees, managing usernames and passwords can be a full-time
job for help desks. For example, at the FAA William J. Hughes Technical Center in 2004, a
facility populated with engineers, programmers, and other highly technical people, there were
approximately 1,700 Lotus Notes password resets out of 2,500 accounts. Many of these resets
were associated with upgrading from one version of the software to another. There were roughly
650 password resets out of 2,500 Novell Network accounts and 100 resets out of 700 Microsoft
Network accounts. There is no information regarding how those resets were distributed (e.g., did
20% of the accounts require 80% of the resets?), however the numbers give a rough idea as to
the scope of the password management issue in a large organization. Even if each reset cost as
little as 10 minutes of productivity and IT labor, the resets for just these three systems cost the
Technical Center over 400 labor hours in one year.

In TO, the consequences of a forgotten password are more serious. A maintainer cannot afford
to be locked out of an essential system in a safety-critical environment due to a forgotten
password. A maintainer cannot afford to have their duties, such as returning a mission critical
component to service after a repair, delayed while a password is reset or a system administrator
is contacted. Because the NAS is a 24-hour operation, many TO personnel work night shifts and
independently with low staffing levels. A forgotten password on the overnight shift could mean
an interruption in service due to unavailability of staff authorized or trained to reset passwords.
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For these reasons, forgetting passwords is a serious issue in TO that needs to be carefully
evaluated.

Even worse than the consequences for forgetting a password are the consequences of an intruder
stealing or cracking a password. Intruders do not necessarily come from outside the
organization. An intruder is simply someone who accesses a system when he or she is not
authorized to do so. In an FAA office environment, a stolen password could result in relatively
minor offenses like reading someone’s private e-mail or it could result in very serious crimes like
identity theft or the destruction of government property. In TO, a stolen password could allow
an intruder to compromise the safety or efficiency of the NAS by damaging systems or
corrupting data. For this reason, password security in TO is a focus of agency IT security policy.

2.5 Coping Strateqies

Traditional usability principles seek to reduce the likelihood of human error and hide
complicated processes and obstacles. A system without a password is usable, but not very secure
whereas a system that requires a new login every minute would be very secure but unusable
(Cranor & Garfinkel, 2004). When a system is prone to errors and complex to use, users often
take matters into their own hands by building workarounds and cheat sheets (Boroditsky & Pleat,
2001); password systems are no different. Users often violate password policies because
forgetting a password can lead to serious consequences but complex passwords are difficult to
remember (Weirich & Sasse, 2002). For example, users may write their passwords on a sticky
note and leave it on their desk or make a list of passwords in their PDA or in a file on their
computer.

The cognitive pressures, the social pressures, and the consequences of forgetting a password
exert pressure on the users. Users do not want to forget their passwords but many times the
password policies and systems are constructed so that some forgetting is inevitable for nearly
everyone. To avoid forgetting passwords, to satisfy the social factors, and comply with at least
some of organization’s password policies, requirements users may adopt one or more coping
strategies listed below.

e Writing passwords down. Adams and Sasse (1999) found that 50% of 139 business
persons surveyed wrote down their passwords. An industry survey of over 3000 IT
workers found that 55% reported writing down their passwords at least one time
(Rainbow Technologies, 2003). Writing down a password may not always be wrong. If
the system is in a secured room, writing an extremely long gr